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ABSTRACT

A system that segments and labels tabla strokes from real
performances is described. Performance is evaluated on
a large database taken from three performers under dif-
ferent recording conditions, containing a total of 16,834
strokes. The current work extends previous work by Gillet
and Richard (2003) on categorizing tabla strokes, by us-
ing a larger, more diverse database that includes their data
as a benchmark, and by testing neural networks and tree-
based classification methods. First, the time-domain sig-
nal was segmented using complex-domain thresholding
that looked for sudden changes in amplitude and phase
discontinuities. At the optimal point on the ROC curve,
false positives were less than 1% and false negatives were
less than 2%. Then, classification was performed us-
ing a multivariate Gaussian model (mv gauss) as well
as non-parametric techniques such as probabilistic neu-
ral networks (pnn), feed-forward neural networks (ffnn),
and tree-based classifiers. Two evaluation protocols were
used. The first used 10-fold cross validation. The recogni-
tion rate averaged over several experiments that contained
10-15 classes was 92% for the mv gauss, 94% for the ffnn
and pnn, and 84% for the tree based classifier. To test gen-
eralization, a more difficult independent evaluation was
undertaken in which no test strokes came from the same
recording as the training strokes. The average recognition
rate over a wide variety of test conditions was 76% for the
mv gauss, 83% for the ffnn, 76% for the pnn, and 66% for
the tree classifier.

Keywords: instrument recognition, tabla, automatic
transcription, timbre.

1 INTRODUCTION

Labeling tabla strokes is a timbre recognition problem
that is very similar to instrument recognition. There is
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a growing body of work dealing with recognizing isolated
percussion timbres (Herrera et al., 2003, 2002; Sandvold
et al., 2004; Sillanpaa et al., 2000; Tindale et al., 2004).
These studies have several motivations. Isolated percus-
sion timbre recognition is useful for automatically search-
ing or categorizing large collections of sounds, which can
be used for multimedia search or organizing sound li-
braries in sample collections. It can also be used to label
monophonic audio. Beyond that, it is hoped that the iso-
lated tone recognition problem will give insights into iden-
tifying components of sound mixtures. There are many
applications, such as searching and editing audio files,
where we would like to identify and label percussion sec-
tions in polyphonic music.

Tabla stroke transcription is one of the few real-world
transcription tasks where monophonic timbre recognition
is genuinely useful. Although there are simultaneous
strokes, these are conceptualized as single entities. Some-
times, notes will overlap because of ringing, but tabla is
essentially a single stream of constantly changing timbres.
In most music, we are faced either with a solo passage
from one instrument, or a mixture of instruments.

2 INTRODUCTION TO TABLA

Tabla is comprised of a pair of drums, a treble drum, re-
ferred to as the tabla or dayan, and the bass drum called
the bayan. The bayan is made of copper and sometimes
terracotta. The right-hand dayan is a tapering cylinder
carved from a block of dense wood. Each of the drums
is covered with goatskin. A unique feature of the tabla is
the tuning paste called the syahi, which is applied to the
center of the dayan, and off-center on the bayan. When
a membrane stretched over a resonating body is struck,
there is generally no clear sense of pitch because the sound
produced is rich in inharmonic overtones. When properly
applied, the syahi causes the alignment of some of the in-
harmonic partials, giving the dayan a clear sense of pitch
if struck correctly (Fletcher and Rossing, 1998).

The two drums of the tabla produce many different
timbres. Many of these sounds have been named, forming
a vocabulary of timbres. The naming of strokes has facili-
tated the development and transmission of a sophisticated
solo repertoire. In addition to the rhythmic complexity
of tabla music, it is its timbral beauty and diversity that
distinguish it from other percussion instruments. Tabla
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sounds can be roughly classified into the following three
major sound groups:

1. Ringing bell-like tones played on the treble drum.
These tones are distinguished by a clear sense of
pitch, sharp attack, and long sustain. 7a, tin and tun
are examples.

2. Resonant bass strokes played on the bass drum. This
is the stroke ghe. Unlike other sounds, ghe is the only
sound that is continuously varied. The tabla player
modulates the pitch by controlling the tension on the
skin of the bass drum using the base of his palm.

3. Closed, crisp sounds. These sounds have sharp at-
tacks and decays and sound damped. Kat played on
the bayan, and te, tak, dhe, and re, which are played
on the dayan, are examples of this family.

In addition to these, strokes can be played simultaneously
forming a compound stroke. Typically, a stroke from the
dayan is combined with a bass tone (ge) or a closed tone
(ke) on the bayan. The most common compound strokes
are dha (na + ghe), dhin (tin + ghe), and dun (tun + ghe).
These are conceptualized as distinct strokes and not as
mixtures.

In total there are approximately twenty different tim-
bres. Isolated examples of each sound can be found
at http://ccrma.stanford.edu/ pchordia/ismir05/. In most
compositions, a smaller subset of the total number of
available timbres is used. This is similar to tonal music
in which certain notes are emphasized to create a tonal
framework. The mapping between timbres and symbols
is not one-to-one: one name can refer to several timbres
depending on the context, and a single timbre can be re-
ferred to by more than one name. In this work, each dis-
tinct timbre is given a unique identifying label.

Individual strokes are combined into larger phrases,
such as rerekite, denegene, kitetake, gegenage. These
combinations are akin to words in language; they com-
bine hierarchically to make larger phrases. Because of
these building blocks, certain strokes tend to follow other
strokes. This sequential structure can be modeled as a
Markov process.

3 RELATED WORK

The closest work is that of Gillet and Richard (2003) who
describe a tabla transcription system. Segmentation was
done by simple amplitude thresholding. They reported
98.3% segmentation accuracy, with the majority of errors
coming from false negatives. In their system each stroke
is parametrized by the mean, variance and relative weight
of four frequency peaks. This was done by modeling
the magnitude spectrum using a Gaussian mixture model
(gmm). The gmm was used not as a probability distribu-
tion, but rather as a simple way to parametrize the shape
of the frequency spectrum: the position of the peaks, their
bandwidth, and their relative weight. In this way, each
stroke was represented by a 12-dimensional feature vec-
tor.

Classification was done using nave Bayes, 5-nearest
neighbor (5-nn), or by kernel density estimation. In the
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first, the feature vector was modeled as being drawn from
a multivariate gaussian distribution. In a 10-fold cross-
validation experiment the best reported accuracy was 83%
using 5-nn in a 10 category problem. By performing lan-
guage modeling, using a hidden Markov model (hmm),
they were able to attain a 93.6% recognition rate. This was
done by treating the stroke labels as hidden states, and the
feature vectors as emissions from those states. Transitions
between strokes were estimated directly from the train-
ing data. For the sequence of feature vectors the Viterbi
path was calculated giving the sequence of strokes. In a
more difficult generalization test, in which training and
test samples are from different conditions, performance
dropped to 79.8% without language modeling, and 90.2%
with language modeling.

Early work in percussion transcription was done
by Schloss (1985) who described an amplitude-based
thresholding algorithm for onset detection. A method to
classify several different conga strokes based on the rel-
ative energy in different frequency bands was described.
Recognition rates were not reported.

Sillanpaa et al. (2000) attempted to identify ran-
dom mixtures of up to 3 sounds from five different drum
classes. A total of 129 drum sounds were used. An it-
erative template matching scheme was used in which the
nearest neighbor was found and subtracted. The proce-
dure was repeated until the energy fell below some thresh-
old. For isolated notes, the correct label was given 87% of
the time, with extra drums (false positives) occurring 32%
of the time. In two drum mixtures, both drums were found
49% of the time, and at least one drum 100% of the time.
For mixtures of three, the recognition rates were 8% for
all three, 60% for two, and 100% for at least one.

Recent work in percussion transcription has been done
by Herrera et al. (2003, 2002). In the first work, isolated
percussion notes from 9 different instruments were classi-
fied. A wide variety of spectral and temporal features were
used, including spectral centroid, mel-frequency cepstral
coefficients (mfccs), log-attack time and zero-crossing
rate (zcr). Recognition of 90% using a k-nearest neighbor
(k-nn) classifier was reported, however the database only
included 634 examples from commercial sample CDs. In
the second study, the number of timbres was increased to
33 and the total number of samples to 1976. A recogni-
tion rate of 85% was attained using a k-nn algorithm in a
10-fold cross-validation test.

Tindale et al. (2004) described a system that clas-
sified sounds produced by striking different areas of a
snare drum, in total producing seven distinct timbres. Us-
ing a database of 1260 strokes recorded, under very uni-
form recording conditions, a recognition rate of 95% was
achieved with a feed-forward neural network. Testing was
done using a leave-one-out protocol. The high recognition
accuracy was likely dur to the similarity of many of the
strokes in the database.

A more difficult percussion recognition task was un-
dertaken by Sandvold et al. (2004), who collected 1136
training samples from 25 different recordings and 1419
test samples from 17 different recordings. The challenge
came from the diversity of the database, and the fact that
real performance data were used. Sandvold showed that



performance could be dramatically improved (20-30%) by
manually labeling a small subset of the tones in the test
set.

van Steelant et al. (2004) dealt with mixtures of either
the snare drum or the bass drum with three other percus-
sive sounds, leading to six possible timbres. The system
attempted to detect the presence or absence of the bass and
snare drum in each of the six possible mixtures. Using
support vector machines they reported accuracies of 94%
and 96% for the bass and snare drum respectively. When
evaluating these results, it is important to note that only six
timbres are used, and that only a decision about the pres-
ence or absence of the bass and snare drums is taken. Nev-
ertheless, for popular music, identifying bass and snare
drum patterns can reveal much about the structure of the
piece. Features such as the relative energy in different fre-
quency bands, mfccs, temporal centroid, and measures of
the shape of the frequency spectrum were used.

4 TABLA STROKE DATABASE

Original recordings were made of two highly skilled tabla
players' using different drums, with a good quality con-
denser microphone on a DAT recorder. The recordings
were made in a small room, about 13X13, which was
mildly reverberant. Each player played several gaidas*
at slow and fast tempos. This was a qualitative term that
players were free to interpret, although constrained by
typical performance practice. This was done to ensure that
the system was evaluated on the full range of durations
that occur in real performances. Qaida was used because
of its central role in tabla repertoire, because it can be ex-
tensively elaborated, and because it is simpler to annotate
than fully improvised sections. Most gaidas emphasize a
subset of all possible strokes, so an attempt was made to
chose gaidas that taken together included a wide variety
of strokes. Each recording was then manually segmented

Table 1: Stroke Database

| Source id# #strokes # targets |

Gillet 1 1678 10

2 1821 10

3 2216 10
Tanmoy 4 2475 16

5 2612 16
Ravi 6 3035 9

7 2997 9
Total 16834

and annotated. Annotation was very time consuming and
limited the total amount of data that could be gathered.
The annotation also made clear some of the difficulties
of evaluating the automatic transcription systems. Even
within a well-established musical tradition naming con-
ventions differ. As we noted, different names are given to

'The tabla players were Tanmoy Bose and Ravi Gutala. Tan-
moy Bose is an internationally known artist, who performs with
Pandit Ravi Shankar. Ravi Gutala is a senior disciple of Pandit
Swapan Chaudhari.

2A theme and variation form

the same timbre and the same name can be given to dif-
ferent timbres. Unless one has manually auditioned each
stroke this can introduce structural errors that cannot be
improved by improving the classification system. Also,
even for experienced musicians, it can sometimes be diffi-
cult to assign the label from the sound alone (i.e. without
any visual reference). Perhaps the most subtle and subjec-
tive issue is how to deal with playing errors. When should
a stroke be considered an error, and when should it be
considered a plausible variation of a particular stroke? If
we discard too many mishit strokes we lose the ability to
learn these variations. The intuitive answer is to consider
a stroke a mishit, rather than a variation, if it is unlikely to
occur in the future. If it is a common error, then it should
be included. This sort of judgment requires extensive do-
main knowledge by the annotator.

In addition to these data sets, a data set that was used
previously in Gillet and Richard (2003) was obtained from
the authors, hereafter referred to as the Gillet data set. The
goal was to use the data to benchmark the current system.
The Gillet data set is comprised of three data sets recorded
under different conditions. The first data set uses a low
quality tabla under low fidelity recording conditions, the
second set uses a higher quality tabla and better micro-
phone, while the last set is less closely miked, leading to
some reverb in the recording.

In general, the Gillet data are recorded in lower fidelity
than the previous data sets, and the player is clearly an
amateur. While low fidelity is potentially an interesting
challenge for the classification algorithm, the tabla play-
ers level produces some obvious mistakes that degrade the
quality of the data set. Two problems emerged. First,
the played stroke does not always sound like the intended
stroke, whereas the database annotation records the in-
tended stroke label. Second, the consistency of sound pro-
duction for an amateur player is significantly less than a
professional, leading to greater acoustic variation within
the same stroke class. However, since these problems
were also faced by Gillet and Richard, it is still valid to
use their data as a benchmark. It is, however, an important
factor in evaluating the absolute error rate.

In addition to labeled strokes, the Gillet data con-
tained onset location information and recorded the or-
der of strokes. Table 1 summarizes the data sets. Ex-
ample phrases from each of the sources can be found at
http://ccrma.stanford.edu/ pchordia/ismir05/.

S METHOD

The system works in the following three stages: 1) the sig-
nal is segmented by finding onset points 2) the segmented
strokes are parametrized by computing features that sum-
marize the timbre 3) a classifier that has been trained on a
subset of the data is used to label the strokes. Each step is
described in detail below.

5.1 Segmentation

Successful transcription depends on accurate segmenta-
tion. Because the system makes decisions at the note level,
and not at the frame level, it is important that each stroke is
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segmented at the correct point. For tabla music, the seg-
mentation only needs to find onset points. Offset points
are much less salient, and the inclusion of some tail si-
lence will not negatively impact the classifier. False pos-
itives (detecting onsets that are not there) will result in
the stroke being divided in unexpected places, possibly
leading to the omission of a critical portion of the stroke.
False negatives (failing to detect onset points) will lead
to segments that contain more than one stroke. For these
reasons, even if the classifier is working well on isolated
notes, inaccurate segmentation will lead to an increased
error rate. Although not discussed here, accurate detection
of onsets is also important for beat and tempo detection.

The simplest and most common approach to onset de-
tection is some form of amplitude thresholding. The gist
of these algorithms is to formalize our visual intuition that
onset points correspond to regions where the amplitude
envelope suddenly rises. A version of this approach that
was used by Schloss (1985); Gillet and Richard (2003).
A problem that is often encountered in these approaches
is false positives caused by ringing. To correct this, the
threshold change value has to be set correctly, and a rest
parameter, which disallows onsets that are too close to-
gether, has to be used. Generally, adjustment of these pa-
rameters varies with the recording and has to be done man-
ually. More recently, this approach has been refined by
breaking the signal into various frequency bands and then
combining the amplitude thresholding information from
each band to take a decision. This is described in Klapuri
(1999), and a frequency-domain implementation of this is
found in Goto (2001).

The amplitude thresholding methods described above
were implemented but did not yield satisfactory results.
At the optimal point on the ROC curve, false negatives and
false positives each exceeded 3%. Duxbury et al. (2003)
propose a system that combines amplitude and phase in-
formation. The algorithm works by using the steady-state
assumptions to predict the modulus and argument of the
complex amplitude. Consider the Fourier transform of the
signal: for the k-th bin, the modulus gives the amplitude
of the sinusoid, and the argument gives the phase. By
definition, in a steady-state region, the phase changes at
a constant rate that is given by radian frequency. So at
the next time frame, we expect the amplitude to be the
same and the phase to equal the phase at the previous time
frame plus the radian frequency multiplied by the time
step. The expected change can be estimated by taking
the phase difference between the previous two frames. So
dr(m) = ¢p(m — 1) + [pp(m — 1) — dp(m — 2)] in
steady-state regions.

The deviations in each bin of the complex ampli-
tude from the expected complex amplitude at time m are
summed to compute a new detection function. The new
detection function is less noisy, more clearly showing on-
set points. This leads to more accurate segmentation,
without requiring significant parameter optimization. This
system had a false negative rate of less than 2% and a false
positive rate of less than 1%.
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5.2 Feature Extraction

Most current instrument recognition studies use a large
number (> 100) of temporal and spectral features Es-
sid et al. (2004); Herrera et al. (2003, 2002); Livshin and
Rodet (2004); van Steelant et al. (2004). Commonly used
spectral features include spectral centroid, mfccs, mea-
sures of spectral shape such as skewness and kurtosis,
spectral rolloff and others. In addition to features that are
calculated over the whole note, some features are calcu-
lated in frames so that their evolution over time can be
used. Because most classification techniques require fea-
ture vectors of equal length, we cannot simply append the
values of the features in each frame to form a large feature
vector since notes vary in duration. Because of this, the
temporal evolution of features is often summarized by the
average amount of change and the standard deviation of
that change. Alternatively, feature vectors from consecu-
tive frames can be modeled using hidden Markov models,
but this method has been used infrequently to date.

In order to avoid overfitting, dimension reduction is
usually performed on the full feature set. We limited the
initial set of features by carefully examining the magni-
tude spectra and amplitude envelopes of tabla strokes from
each category. The main temporal features were temporal
centroid (which gives the balancing point of the ampli-
tude envelope), attack time, and zero-crossing rate. The
spectral features used were spectral centroid, skewness (of
the magnitude spectrum), kurtosis, and thirteen mfccs. In
total, thirty-one initial features were calculated for each
stroke. These were further reduced using principal com-
ponent analysis.

5.3 Classification

Four different classifiers were trained as described below.
After being presented with the feature vectors of each test
sample, the classifiers returned the corresponding labels.

5.3.1 Multivariate Gaussian (mv gauss)

The feature vector was modeled as being drawn from
a mv gauss distribution. The labeled samples from the
training data were used to estimate the mean and co-
variance of the likelihood distribution for each class, i.e.
Pr(datalclass;). The covariance matrix was computed
on the pooled data, rather than being estimated separately
for each class. The prior probability of each class was de-
termined by calculating the relative proportion of strokes
in the training database. Using Bayes rule, the likelihood
and prior probabilities were multiplied, and divided by the
evidence, to calculate the posterior probability for each
class: Pr(class;|data). The label was selected accord-
ing to Bayes rule; the class that had the largest posterior
probability was chosen.

5.3.2 Feed-forward neural network (ffnn)

Neural networks, rather than explicitly estimating the like-
lihood and prior distributions, use training examples to
compute a non-linear mapping from the feature space to
categories. The great advantage of such architectures is
their ability to non-linearly combine features to represent



complex decision boundaries. The decision boundaries
need not be convex or contiguous.

Neural networks are comprised of nodes and associ-
ated weights. Inputs to each node are multiplied by a
weight and fed to a non-linear function that emits a value
close to one if the input exceeds some threshold, and close
to zero otherwise. In a ffnn, the input layers consists of
as many nodes as there are features. For every node, each
feature is multiplied by a weight and summed before being
fed to the non-linear function. Each node in the input layer
is connected to each node in a hidden layer, where the pro-
cess is repeated. The output layer has as many nodes as
there are classes. In the ideal case, when presented with a
sample from a given class, the network outputs a value of
one in the corresponding output node, and zero elsewhere.

The ffnn is essentially a collection of weights and non-
linear functions. It turns out that the particular choice
of non-linearity is usually not critical, leaving the cen-
tral question of how to set the weights. This is done by
the back-propagation algorithm. Weights are initially as-
signed randomly. During training, a sample is presented
to the network, and each output node emits a value. Since
we are aiming for a one at one of the nodes, and zeros at
the other nodes, we can calculate the difference between
the outputted values and the desired values. The square
of this is our error function. The weights are adjusted to
minimize the error function. In particular, we perform a
gradient descent in the weight space. Details of the back-
propagation algorithm can be found in Duda et al. (2001).

Architecture plays a crucial role in the network’s abil-
ity to generalize. The number of hidden layer nodes must
be selected so that the ffnn is sufficiently expressive with-
out overfitting the data. In the ffnn, the main architec-
tural decisions concern the number of hidden layers and
the number of nodes in each hidden layer. In this study,
ffons with 1 and 2 hidden layers were tried. Both worked
well, the first with 50 hidden nodes and the second with
between 10 and 20 nodes in each layer.

5.3.3 Probabilistic neural network (pnn)

A pnn is a neural network that is used to non-
parametrically learn a probability density function. In
classification problems, training samples are used to learn
the posterior distribution of each class. The pnn is a neural
network implementation of Parzen windows density esti-
mation (Duda et al., 2001).

A pnn consists of input units, pattern units, and out-
put units. For classification problems, the number of in-
put units is equal to the dimension of the feature vector.
A pattern unit consists of weights that are the normalized
feature values of a training sample. Pattern units are con-
nected to each of the input units. Each output unit rep-
resents a category and a pattern unit connects to the one
output unit of the same category. Training consits of set-
ting the weights of each pattern unit equal to the feature
values of the corresponding training sample.

When a feature vector is presented to the network, the
inner product of the feature vector and the weights of a
given pattern unit are calculated: wtx. If the sample is
similar to the sample represented by the pattern unit, this
value will be large. This is repeated for each of the pat-

tern units that emit a non-linear function of this value:
f(w*®x). Each category unit sums the outputs of the pat-
tern units that connect to it. The test sample is given the
label of the category unit that emits the largest value. It
can be shown that if ™ *=1/7* is used as the function,
where r is a constant the controls the spread, then the pat-
tern unit will emit a value that is equal to the probability
that the test point was generated from a Gaussian centered
on the training example (Duda et al., 2001).

5.3.4  Tree classifier

A binary tree based classifier was constructed. Tree based
classifiers work by considering questions that divide the
training data. The tree consists of nodes and branches. At
each node a question is posed that divides the data. They
are essentially formalizations of a series of questions, giv-
ing them a certain intuitive appeal. At the end, we would
like to have all the examples at a terminal node belong
to the same class. This is called a pure node. At each
node the goal is to split the data in a way that maximally
purifies the data. A common way of doing this is by us-
ing an entropy criterion. A pure node has zero entropy,
while a node that has several classes uniformly distributed
will have normalized entropy value of one. Splits are cho-
sen that maximally reduce entropy. Although purity can
generally be increased by further splitting, overly complex
trees will lead to overfitting. To avoid this, traning is usu-
ally halted when the error rate begins to increase on an
independent verification set.

5.3.5 Hidden Markov model

An attempt was also made to improve performance using
language modeling. As noted before, tabla strokes have
a sequential structure. We can ask what the probability of
the next stroke is given the previous stroke, or the previous
several strokes. These transition probabilities can be esti-
mated from training data in which the sequence of strokes
is known. For example, if we are estimating the transi-
tion probabilities from dha, we simply look at the relative
number of times it continues to other strokes. Based on
these transition probabilities, we can calculate the likeli-
hood of a given sequence of strokes. Most sequences will
be highly unlikely.

In our problem, however, we cannot directly observe
the stroke labels; we only see a sequence of feature vec-
tors. The goal is to decide what sequence of strokes was
most likely to have produced the feature vectors we ob-
served. For each stroke class, there is a certain probabil-
ity that the feature vector was drawn from it; this is sim-
ply the likelihood probability, i.e. Pr(datalclass;). We
need to combine the transition probabilities with the like-
lihood probabilities in order to calculate the most likely
path. This is done by the Viterbi algorithm. For the sake
of brevity, the reader is referred to Duda et al. (2001);
Rabiner and Juang (2003) for an explanation. Language
modelling was used with the mv gauss classifier and the
ffnn. In the latter, the values of the output nodes were
normalized and treated as estimates of the posterior prob-
abilities.
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6 EXPERIMENTAL RESULTS
6.1 Test Conditions

To better understand the generalization abilities of the sys-
tem, two testing methods were used. The first method
used 10-fold cross-validation in which each experiment
was repeated ten times and the average error rate reported.
In each trial, 90% of the samples were randomly selected
for training, and the remaining 10% were used for testing.

The second method tested the ability of the classifica-
tion algorithm to generalize to completely new data. In
this protocol, which we will refer to as novel generaliza-
tion, training samples and test samples were taken from
different data sets. In cross-validation tests (including

Table 2: Recognition accuracy (10-fold CV)

| Database mv gauss pnn nnet tree |

1 0.86 090 093 0.79
2 0.86 095 096 0.84
3 0.86 093 095 0.80
123 092 093 093 0.80
4 0.86 090 090 0.74
5 0.86 0.89 0.87 0.64
45 086 089 087 0.72
6 094 094 095 0.84
7 091 094 094 0.82
67 092 094 094 0.84
average 0.89 092 092 0.78
12345 0.79  0.90

12367 0.83 0.77

4567 0.85 0.93

leave-one-out), it is likely that for each category an exam-
ple that is very similar to each test example will be found
in the training database. For example, the tabla stroke
database is composed of strokes that have been taken from
various tabla compositions. Because phrases are often re-
peated, there is a high likelihood of getting several very
similar strokes in a given database, that is, strokes that
are played on the same instrument, by the same player,
under the same recording conditions, and with nearly the
same articulation. This is partially responsible for the high
recognition rates that are reported in studies using this test
method. Nevertheless, this does not necessarily invalidate
this test method, as the method gives us the best-case per-
formance scenario and is useful in predicting recognition
rates in situations in which we know that the training and
test sets are similar.

Novel generalization is significantly harder because
the classification algorithm has to generalize across differ-
ent instruments, players, and recording conditions. This
point has been made in many previous instrument recog-
nition studies (Essid et al., 2004; Gillet and Richard, 2003;
Livshin and Rodet, 2004; Sandvold et al., 2004).

6.2 Recognition accuracy

Results using the cross-validation experiments are given
in Table 2 and from the novel generalization experiments
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in Table 3.

The recognition rate for the combined Gillet data was
93% for both the ffnn and the pnn, and 92% for the mv
gauss. This was significantly higher than the Gillet and
Richard results (83%) using no language modeling, and
nearly equal to the 93.6% recognition rate obtained with
language modeling. The best recognition rate for the Ravi
data was 94% using the ffnn and pnn. On the Tanmoy
data, which contained the most number of classes (16), the
recognition rate was 89%. The recognition rate averaged
over several experiments was 92% for the mv gauss, 94%
for the ffnn and pnn, and 84% for the tree based classi-
fier. In the cross-validation experiments, all the classifiers
performed similarly, except for the tree, which did 10%
Wworse on average.

Table 3 make it clear that the two testing paradigms
lead to different recognition rates. Recognition rates for
the novel generalization experiments ranged widely, from
a low of 15% to a high of 95%. The average recognition
rate over a wide variety of test conditions was 76% for the
mv gauss, 83% for the ffnn, 76% for the pnn, and 66%
for the tree classifier. Even when taking into account the
widely varying results, the ffnn seems to generalize bet-
ter. When Gillet sets 1 and 2 were used for training, and
3 for testing, the accuracy was 88% for both the mv gauss
and the nnet. This compares with 80% in the Gillet and
Richard study without language modelling and is similar
to their figure of 90% accuracy using language modeling.
When Gillet sets 2 and 3 were used for training, and 1 for
testing, the accuracy was 88%, as compared with 78% re-
ported by Gillet and Richard without language modeling,
and 88% with language modeling.

One clear trend that emerges from the data is that train-
ing on Tanmoy and Ravi and testing on the Gillet data led
to poor results, ranging from 29-45% using the mv gauss
classifier. On the other hand, performance ranged between
60-80% when the Tanmoy and Ravi sets were used to test
each other. The best results were when the data came from
the same recording conditions. For example, the recogni-
tion accuracy reached a high of 95% when the short du-
ration Ravi strokes (database 7) were used to train a ffnn
classifier that was used on the long duration Ravi strokes
(database 6).

An interesting point is that, although a large and varied
database is important for generalization, what is more im-
portant is having strokes in the training database that are
similar to strokes in the test database. Increasing the size
of the database can decrease performance. For example,
using the Tanmoy data to classify samples from the Ravi
database gave a 65% recognition rate. Adding the Gillet
data to the traning set decreased the accuracy to 56%.

Table 3 shows that language modelling did not im-
prove classification performance in any cases where it was
tried, and it marginally decreased performance in most
cases.

7 DISCUSSION

The system’s performance is similar to that reported
by Gillet and Richard (2003), and substantially better in
the case when no language modeling is used.



Table 3: Recognition Accuracy (Novel Generalization)

| Train | Test | mv gauss | mv gauss hmm | nnet | nnet hmm | pnn | tree |

23 1 0.88 0.88 | 0.87 0.81 | 0.82 | 0.71
13 2 0.88 0.89 | 0.89 0.86 | 0.85 | 0.73
2 3 0.86 0.84 | 0.82 0.78 | 0.86 | 0.73
12 3 0.88 0.89 | 0.88 0.84 | 0.87 | 0.76
5 4 0.84 0.89 0.85 | 0.71
4 5 0.80 0.85 0.80 | 0.66
7 6 0.91 0.95 092 | 0.84
12345 6 0.56 0.65 0.44 | 0.56
45 6 0.65 0.84 0.76 | 0.59
6 7 0.84 0.90 0.87 | 0.78
12345 7 0.58 0.63 0.41 | 045
45 7 0.58 0.79 0.67 | 0.51
45 67 0.61 0.78 0.70 | 0.53
average 0.76 0.83 0.76 | 0.66
12345] 67 057 0.65 0.49
4567 | 0.37 0.45

4567 2 0.45 0.60

4567 3 0.29 0.15

4567 | 123 0.39 0.20

45 123 0.26

67 123 0.37

123 67 0.50

The different results in the no-language modeling case
are most likely due to the incorporation of more sophisti-
cated features. Another factor is that, in the Gillet study,
timbres that were aurally the same but nominally different
retained their nominal labels. For example, #i and ze are al-
most always acoustically indistinguishable. In the current
study, they were given the same label, whereas Gillet and
Richard (2003) retained the original labels. Because fe al-
most always follow # in notation, this distinction could
only be captured by the language model. In both studies,
it is likely that, for the Gillet data, the upper performance
bound is close to being reached. Most of the remaining
errors are database issues, such as mishits and mislabeled
strokes.

Table 4 shows a typical confusion matrix. This is from
a cross-validation experiment using all the Gillet data with
the mv gauss classifier. There are three common confu-
sions, na and dha, tun and dun, and kat and te. The first
and second are due to the fact that, in many na strokes,
the bass stroke is still ringing from a previous stroke, be-
cause dha = na+ge. This makes it very easy to confuse na
with dha. This is also the case with the fun, dun confu-
sion. Because of the high prior probability of e, several
of the other closed stokes are sometimes confused with
it. Although not shown, confusion matrices for other data
sets were similar. In the Tanmoy data, the most common
confusion was again between strokes and their compound
version (i.e. the stroke + ge). Again, the high prevalence
of fe in the training data led to many strokes being occa-
sionally incorrectly classified as te.

The posterior probabilities generated by the mv gauss
model were examined to try and understand why language
modeling did not help. We would expect language mod-

eling to have an affect where the posterior is distributed
among two or more strokes. In most cases, the posterior
distribution is highly concentrated on one stroke, with the
probably of all other strokes being much less than one
percent. Because the posterior and the transition proba-
bilities are multiplied in the Viterbi algorithm, the total
probability is dominated by the posterior in those cases.
A highly concentrated posterior indicates the confidence
with which the classifier is assigning a label. Examination
of the posterior distributions revealed no significant dif-
ference in the entropy of correctly and incorrectly labeled
strokes. In cases where the posterior distribution is spread
out, the entropy will be greater. The posterior was usu-
ally highly concentrated even in cases where the classifier
failed, which means that the transition probabilities of the
language model did not change the classification decision.

Auditioning some of the incorrectly classified strokes
revealed that many of the errors were due to ambiguities
in the data. For example, the confusion matrix shows that
many na strokes were classified as te, even though the two
strokes are theoretically distinct. Na is a ringing, pitched
stroke, wheras te is a non-resonant, non-pitched stroke.
Listening to some of the misclassified na strokes revealed
that some them were played poorly, resulting in a slapping
rather than ringing sound. Although, not every error was
auditioned, it is likely that language modeling did not help
because many of the errors had to do with the data source,
and not the accuracy of the classifier.

8 FUTURE WORK

The current work is the start of building an automatic tabla
transcription system. To accomplish this, a much larger,
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Table 4: Confusion Matrix for Gillet Data

| |dha dhin na tin tun dhun dhe dhec re rec nec kat ge te tas]
dha357 12 200 0 0 O O OO O 2 2 2 O
dhinf2 27 0 3 0 13 0 0 0O O 1 1 1 O
nan|76 0 4181 0 0O 3 0 00 2 4 0 1 O
tnm|{O0O O O 7 0 O O O OO O 4 0 1 2
tun|0 O O 0106 11 O O OO 5 O 3 5 O
dhunfO 3 0 0 0 74 0 O 0O 1 O 4 0 O
dhe|]0O O O OO O 27 O 70 1 0 0 3 0
dhecf0 O O O O O 1 3 01 0 3 0 70
re|0 O O0OO O 5 332 3 0 0 60
rec/l0 0 00O O 2 0 09 0 0 0 20
necl0 0 0 04 2 0 0 0039 0 0 120
kat |7 O O 5 0 2 1 0 0O 0347 3 16 0
ge|3 2 0 0 0 14 0 0 OO0 7 20400 2 0O
te|1 O O 112 0 2 4 5 8 51 11 5 9880
tas|0O O 0 OO O O O OOOO O 1 7

more varied database needs to be created. The total num-
ber of strokes will likely have to be increased by an order
of magnitude in order to capture the sufficient stroke va-
riety. This will also require drawing strokes from many
different players and recording conditions.

Once this is done, there will be sufficient data to de-
velop a hierarchical Markov model. The current work
does not take into account the temporal evolution of fea-
tures. This could be modeled with an hierarchical hmm.

In almost all real performances of tabla solo, the tabla
is accompanied by a melodic instrument such as the har-
monium or sarangi. Future work will attempt to label
strokes from recordings that contain such accompaniment.
Success will likely depend on successfully expanding the
database and using dynamic features.
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